The Elephant in the Room

Some reflections on language and culture instruction
Dr. Dwight Stephens

                               “Funny… I never saw anybody play the game sitting down.”                                                                                        
~Yogi Berra, circa 1965, when approached by a salesman wanting to sell the newly invented Nautilus weight machines to the Yankees.  
This article is a survey of some historical, cognitive, and cultural features of institutional—particularly government and military—language training, to examine and plot a faster and less effortful trip to proficiency. 
A few years ago I supervised an immersion event which was the culminating exercise of an intensive, pre-deployment course in the Dari dialect of Persian.  One of the scenarios involved a vehicle stop and checkpoint inspection.  We had a number of cars lined up with role-players in them, and the students took turns conducting the checks under the watchful eyes of instructors, Afghan advisors, and the recording crew.  As each car came through, each student in turn rattled off the commands in Dari: “Stop the vehicle, turn off the motor, open the hood, get out of the vehicle…” The role-players performed as expected, smooth as clockwork—a perfect immersion. 
I watched all this with the uneasy feeling that something was not right.  It was too perfect. Everyone was behaving according to the script.  I took one of the drivers aside and told him on the next time through to get upset, complain, and not comply with the commands.  When his turn came, he rolled up, stopped the car, and the student gave the command 

از موتر پاین شو!                

The role player at the wheel began talking in rapid and idiomatic Dari, with a little Pashto thrown in.  The student repeated the command.  The driver complained louder. Again, same reaction. The soldier’s mind raced to comprehend what was happening.  Did I give the right command?  Did I mispronounce it?  My teacher always understood it when I said it in class.  Why isn’t he complying?  What is he saying?  Why is he yelling? What did I do wrong?  After a long internal struggle, he took a step back with his right foot, flexed his knees slightly, raised his weapon about 20 degrees and—with great conviction—shouted the command in Dari.  The shocked role-player driver, genuinely taken aback, complied instantly. The cameramen, staff, role-player extras and on-lookers burst into applause.  It was a true ah-ha moment: something real had happened.  Though the command had been practiced hundreds of times in class—in the soft, studious, and thoughtful tone of voice typical of the classroom—and had always been understood (because classroom behavior is scripted to reach understanding), in the field the “command” had lacked the dimension of conviction, the intonation of authority.    
The Problem Restated

Every ten years or so, there is a renewed outcry at the state of foreign language learning in America and the dearth of proficient analysts and speakers of a shifting range of critical languages.  Each proclamation is followed by legislative and administrative assignments of manpower and money to the reparation of the problem. Technology leads the charge; machines are enlisted: computers, smart phones, smart boards, games, and simulations. Institutions build new courses, new materials, new textbooks, and new websites. Academics in the teaching profession uncover a theory or method which was forgotten ten or twenty years earlier and re-publish it. Resident experts and new contractors are asked to re-train the staff, and the corps of instructors is subjected to yet another PowerPoint Presentation on the history of second-language acquisition methods (Grammar-Translation, Natural, Audio-lingual, Total Physical Response, Suggestopedia, Silent Method, Communicative, etc.). Every government contract and every instructor’s résumé proclaims: “communicative approach, task-based, learner-centric.” Finally, in a kind of bureaucratic desperation, the assessment standards are raised. But because culture rules, the local teaching practice of each institution adheres to the anecdotal, community-approved, tried-and-true, “way we do it here,” and the rhythmic regularity of the language crises continues.  
Why is second language learning so hard for adults? The usual reasons cited are that the window of relatively effortless language acquisition is assumed to close after adolescence (Pinker, 1994). General brain plasticity is thought to decrease with age (Rakic, 2002). Some are assumed to have inherited a terminal inability to learn foreign languages. Even among those who can learn, motivation—beyond the professional incentives of pay, promotion, and team respect—may be lacking.  There may be a cultural stigma or taboo connected to the particular language, its culture, its clothing, and its gestures.  Finally, even those students who are able and willing to learn may not have good study habits or accurate information about how to learn, and who among our administrators and teachers has the ability to help them?  
My thesis is that our own cultural and institutional climates play a crucial role in what our students can learn and who they can become. Our institutionalized culture—the way it determines our perception of the world, our group, and its members—may be more responsible for our training results than are the imagined and projected limitations of our students. Assuming that culture is responsible for most of the mental furniture and interior decorating of individual minds, let’s look at the historical background of military language instruction for clues about its development.  
American military training is widely considered the best in the world.  A glance at the principles of training outlined in FM 25-100 (Training the Force, 1988) shows why: 
1. TRAIN AS YOU FIGHT.  Demand realism in training. Seize every opportunity to move soldiers out of the classroom into the field.

2. USE PERFORMANCE ORIENTED TRAINING.  Units become proficient in the performance

of critical tasks and missions by practicing the tasks and missions. Soldiers learn best by doing, using a hands-on approach. All training assets and resources, to include simulators, simulations, and training devices, must be included in the strategy.

3. TRAIN TO CHALLENGE.  Tough, realistic, and intellectually and physically challenging training. Challenging training inspires excellence by fostering initiative, enthusiasm, and eagerness to learn.
The Training the Force Field Manual put the emphasis on skill acquisition rather than on knowledge.  A quick tour of our language classrooms shows to what extent its training principles are observed.  How often do our language students get out of the classroom and into the field?  When do students have contact with speakers other than their instructor? In what respects do classrooms replicate the environments in which our students will be using their languages?  How do the lessons and activities challenge and evoke a desire to survive and win?  How often do students practice language tasks sitting in a chair looking at a textbook rather than in situations and physical environments which actually reproduce the authenticity, the emotion, and the urgency of mission situations? 
The Academic Model of Learning – the Pipeline
The military inherited its approach to language instruction from secondary and higher education schools and colleges.  Academic culture has served—and still serves—as the principal model for how learning should take place, how teaching should be conducted, how courses should be designed, how textbooks should be written, what the physical layout of a classroom should be, what the relationship between the instructor and the student should be, and what form assessment should take. What follows is a sweeping inventory of some pedagogical stances produced by that culture. 
The main feature of Western scholastic culture adopted into military language training is the transmission fallacy, the assumption that knowledge is like a material substance—a ‘body of knowledge’, a ‘subject matter’—which can be exported by one person, delivered, and deposited into another person. This implies a host vessel (a brain), a delivery vehicle, which presumably must be language, and a reception vessel (a second brain). It implies a particular physical structure created in one brain which will somehow retain its form in space as it travels between brains and arrives in the second brain intact and identical to its departure state. Brains don’t work like this, and foreign language learning cannot work like this. What has taken a native speaker considerable time and effort to construct cannot be transferred as a commodity to a learner, no more than one can learn to play the violin by going to concerts.  Still, this is why most school classrooms have a podium at the front facing rows of seats, and why students are expected to learn sitting down. 
A number of our institutionalized learning practices and the organization of those institutions flow logically from the transmission assumption. The first is the pipeline, the curricular model of most schools. According to this model, we acquire knowledge as if it were delivered piece by piece. A student takes one subject after another, one course after another, and at the end of the process the graduate emerges from the pipe as a finished product—an integrated being. At the end of the Special Forces Qualification Course pipeline, for example, what is supposed to emerge is the Whole Man, the full and organic integration of core military and technical skills, tactical combat skills, Military Occupational Specialty training, language, regional expertise, cultural competence, and Unconventional Warfare practicum (Robin Sage).  The pipeline is an example of serial processing. The problem with serial processing is that items which are learned in segmented sequence do not integrate at the end of the tube. The pieces don’t magically fuse into a whole. Remember our Dari student at the vehicle checkpoint. His command, learned in the classroom context, had not fused with the other elements needed to make it effective. It did not have the quality, the character, the authority, or the conviction of a command. The student’s military skills were intact; his language skills were intact; but, the final product was fractured. In the pipeline model, the immersion experience tacked onto the end of the learning series is intended to integrate all the skills, but it cannot fuse all the required components.  The immersion experience must be an integral part of every training session.  Integrated learning occurs by parallel processing, where each element of the desired outcome is present at the time of learning and is integrated in an organic structure, where all the parts connect.
Thinking of linguistic knowledge as some kind of substance which can be analyzed and packaged for transmission produces a preoccupation with the formal, structural features of language (vocabulary, grammar, and syntax). The analytical approach is appealing to both teachers and learners for several reasons: a) it seems scientific, b) it gives the teacher presence on stage as a Subject Matter Expert, c) it’s easier for both the teacher and the student. The focus on form instead of content results in a predominant use of metalanguage—descriptive theoretical talk about the language—instead of language use in real communication.  The academic classroom is scripted: the questions, the responses, the lesson plan, the relations, the reactions of the instructor, all predictable.  Real life lies at that critical juncture where the script is violated. In our classrooms we tend to strip down the perceptual bandwidth of real life—dumb it down, if you will—to the formal study of grammar, and disregard the critical intelligence riding on other frequencies, embedded in human behavior.
Communication is a domain much larger than language. The ability to decode signals of personal space, gaze, facial expressions, body language, gestures, and ritualistic behavior is critical to grasping the meanings and guessing the intentions of others. The ability to produce the coded passwords of a culture is critical to understanding and acceptance. The pipeline curricular model allows us to assume that language might be studied separately from culture, or that culture might be studied separately from language and tacked on in a separate five-week course in English. The product is a speaker who can make sounds, but who may not be believed, trusted, or obeyed, one whose eyes and body don’t say the same thing as his words. 
Another corollary of the transmission fallacy and the preoccupation with metalanguage is the tendency to favor explicit instruction to the neglect of implicit process development—i.e., talking about the process rather than allowing time and practice for its internalization as a procedural, neuro-motor skill.  The result is declarative knowledge, rather than procedural knowledge.
The archival of explicit theoretical knowledge in libraries has led to a reliance on written text as the principal model of instruction.  Despite the historical and evolutionary priority of spoken language, in recent human history written text has become our civilization’s default standard medium of transfer, medium of storage, means of study, and memorization tool, the neglect of phonology. The prioritization of reading has in turn favored the development of textbooks and learning materials based on written text, which themselves become the default methodology, closing the circle and reinforcing the emphasis on the formal aspects of language.  
At the university, the transmission of theoretical knowledge via a pipeline is epitomized by the institutionalization of the formal degree as a certification of teaching ability.  Other than the degree, there is generally no formal training for university faculty in how to teach, no training in educational psychology or cognitive science, and no training in learning theory, teaching practice, or classroom and course management. The transmission fallacy would have us think that in order to be a teacher, one needs merely to have acquired the subject matter, and all that remains is to transfer it. 
In the absence of training for teachers in the psychology of learning, our materials become our method.  Although Programs of Instruction (POI) outline the scope and sequence of the progression to an envisaged proficiency, materials at the lesson-plan level are produced by instructors who are often untrained in principles of learning. Many are left to their own devices regarding method, and the default for them is the one by which they themselves studied language in school, namely, lectures on grammar. Written textbooks continue the trend of modeling by written text and perpetuate the pipeline paradigm of development. 
New technologies employ the transmission idea and change only the media of delivery. PowerPoint is just a way of distributing colored handouts.  Video instruction produces more lecturers who are reduced to talking heads. Electronic flash cards are flash cards. Most of the benefits of technology relate to artificial storage and rapid delivery. There is also a tendency for new technologies to follow the cultural precedent of pushing written text as the standard medium of study.  This has led to PowerPoints crammed with as many words (“knowledge, facts”) as possible, and little audio. True to our mechanistic, assembly line conception of learning, this is the technological tail (i.e., the market) wagging the pedagogical dog. The new programs don’t necessarily concord with the brain’s natural and most efficient way of learning; they do not enhance the brain’s capacity to construct patterns. The assembly line, mechanistic, model of education—the cultural icon of Western philosophy—neglects information about how the brain works.  
Neural Aspects of Learning – Constructivism
The elephant in the room, the uninvited and unacknowledged guest, that large gray matter in the classroom which is often ignored and seldom utilized to its fullest potential, is the human brain.  Cognitive science and its growing body of research are beginning to provide a rational framework for the conduct of learning activities, and the practical application of these discoveries in classrooms is overturning some scholastic misconceptions based on Western cultural traditions. Learning does not happen by some kind of transmission, but rather in the multi-staged process of an individual’s private construction of mental patterns, i.e., brain pathways.   In the case of foreign language learning, these pathways include complex neuro-motor activities and diverse dimensions of perception, coordinated from different brain regions, which must be integrated into the skill.  The integration, coordination, and construction of these patterns cannot happen through transferal.  
The image below is famous in the literature of psychology.  Look at the black and white spots and see if you can identify something you recognize.  

Hundreds of thousands of people have viewed this image (Carraher & Thurston, 1966). Those who are familiar with Dalmatian dogs see the Dalmatian; those who are not do not.  This is famously called an optical illusion. It is not an optical illusion; it does not show you a false reality.  It shows you exactly what you have in your brain. If you have a pattern in your brain for this arrangement of dots, you will “see” a Dalmatian; if you don’t, you won’t.  What this says about the brain and learning is this:

1.  The dog is not in the picture; the dog is in the brain.
2.  You can only perceive that for which you have a pre-existing pattern in the brain.
3.  You cannot transmit the dog, the perception of the dog, or the knowledge of the dog, by
     showing the picture. The learner must first construct the brain pattern for the dog; then he
     will see it. 
Nothing can be transmitted. What can happen as a result of external stimulus is that certain pre-existing brain patterns and pathways can be stimulated to fire.  Then they can be gradually edited and altered.  Nor can we give a student a completed pattern or structure. We give him pieces and he constructs the patterns himself or adapts his existing patterns to the new parts.  Imagine that we wanted to teach a native of Africa what a Dalmatian was, would this picture be a good model?  Walk out into the night with your child, point at the sky and say “There’s Cassiopeia.”  She will say “Where?”  The stars in the bright night sky are not pre-organized into constellations. Knowledge about patterns such as Dalmatians and constellations cannot be transmitted.
If learning is then, as we contend, a process of construction, it follows that the choice of the pieces which we give to the student, and the order in which we give them, matters.  As Hammerly (1986) economically puts it, “Since a structured learning task is easier to accomplish than an unstructured one, careful structuring of second-language input can give the second-language learner a marked advantage over acquisitional situations.” “The order in which material is presented can strongly influence what is learned, how fast performance increases, and sometimes even whether the material is learned at all.”  (Ritter, 2007)  Pattern formation in the brain requires sequencing presentations in class which will permit the construction of patterns at successively higher mental levels. Note, however, that the sequencing which we are discussing here is not the sequencing of tasks and topics, but the sequencing of the presentation of the smallest units required for the building of structures at the given level.  
The pipeline model gives the illusion of learning as being a trip from point A to point B—from page 1 to page 100—which can be covered in a straight line.  In fact, the journey is circuitous; it is more like the movement of a Labrador Retriever on a walk through the woods. There is a constant circling back to make eye contact with the hunter, a constant review and update, a constant revision and refinement of the patterns under construction.  The pipeline concept gives the wrong impression that a given topic is engaged, learned, and then filed away.  What is filed away is often incomplete and unconnected to all the other pieces of the context.  The A-to-B, point-to-point, illusion of the pipeline also creates an unreasonably fast pace for the student, reinforcing his tendency to memorize without full assimilation.  The pace creates cognitive overload, which necessitates the stripping down of the material to a form more familiar to the learner’s brain, a form which can be recognized, a form which can be remembered. Memorization without the acquisition of deep procedural knowledge leaves the learner with an internalized representation of the other linguistic world which is flat and unidimensional, and the student is left with no conceptual infrastructure for rising to the higher levels or acquiring new dimensions. 
We usually put assessments at the ends of our pipelines. When a student or teacher looks through the pipeline tube and sees a critical final assessment, then the pipeline becomes a telescope which creates an object fixation: the assessment becomes the goal. On day one, students arrive in language class and learn that their final assessment will be an OPI. On day two, they learn that the principal topics of the OPI, taken in series, will be Family, Occupation, Recreation, Travel, and Education. On day three they begin memorizing. This is, as Alfie Cohn (2004) put it, the tail of assessment wagging the educational dog.  The pipeline curriculum is a serial process. Our books have numbered pages, which we turn one by one to get to the end, and the successive turning of the pages becomes the process. The linear sequence of the grammatical topics and situations means that they are rarely revisited at higher or deeper levels, leaving the student in a unidimensional world where patterns cannot develop in vertical complexity. 
The brain constructs knowledge, however, via parallel processing, which coordinates and integrates all relevant contextual units into an organic structure. Connections are formed and relationships are made among many elements which are all going on at the same time, and they are combined into a whole pattern. The technical formulation of this is called Hebb’s Synapse (Hebb, 1949):  “When an axon of cell A is near enough to excite a cell B and repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A’s efficiency, as one of the cells firing B, is increased.” The brain’s ability to learn—its ability to coordinate, recognize, create, reproduce, store, and modify patterns—is due to the fact that connections between neurons are strengthened when they are simultaneously activated, often summarized as neurons that fire together wire together.  Hebb’s principle means that elements which are clear and present in the learning exercise may be incorporated into the resulting pattern (knowledge, skill, ability). Elements which are not present will not be integrated. The bound elements create a strong pattern, and the pattern itself strengthens each individual element.  What this implies for our classes is that anything which we want to be involved in the final skill outcome must be present at the moment of training. This is just what the Training the Force manual prescribes. More and more complex structures and processes are gradually formed by the repeated manipulation or assembly of parts in an environment. 
The well-intentioned efforts of instructors to get material transferred into students’ brains through lectures, grammar, and explicit instruction—as if the students were buckets to be filled—comes from an uncertainty about how knowledge is constructed in the other mind.  In the absence of information about how it works, and assuming that something must be delivered—that, in fact, a lot must be delivered, and delivered fast—the instructor must act.  The urgency leaves no time for implicit process development, i.e., the gradual internalization, automatization, rendering unconscious, of a given complex procedure, and we settle for explicit knowledge about the language and little implicit, functional, skill. The result is a pile, rather than a structure—a pile of metal parts, instead of a weapon, a heap of bricks, rather than a pyramid. While explicit instruction does serve to organize the learner’s practice and structure his study time, the main work of internalizing and rendering automatic his procedural neuro-motor skills is something which must be allowed to become implicit.  “Acquiring language is no more than acquiring the ability to process language. There is no separate representation of the abstract structure of the language (e.g., a grammar) distinct from the mechanisms of language production and comprehension; instead there are simply procedures for language processing… Learning to respond to input involves learning a skill, rather than developing a theory.” (Chater, McCauley, & Christiansen).
Learning to Function
The functional skills sought by the Training the Force manual—moving, shooting, communicating, etc.—must be internalized, unconscious, and automatic. In other words, they must be embedded in procedural memory—often called implicit memory—and not simply declarative or explicit memory, the access to which is slower and requires conscious application.  A quick experiment will demonstrate the difficulty of explicit recall.  Try counting to twenty by alternating between two languages.  This is declarative memory, slow and laborious, because conscious control is required.  The development of true skill (automaticity) requires training beyond explicit instruction; it requires the gradual and progressive creation of procedural ability through structured rehearsal. We do apply structured rehearsal when training athletic, shooting, and fighting skills, but in the language classroom such practice has been short-circuited by the transmission tradition.  
In sports performance, research on human physiology and psychology is universally accepted and applied at all levels of competition.  A gymnast’s learning of a complicated new stunt is never entrusted to a classroom lecture. The move is segmented (beginning with the smallest elements), practiced in slow motion segment by segment until mastered at that speed, joined to other segments in slow practice, then accelerated gradually, and finally strung together in sequence until the entire flow is internalized at an automatic, intuitive, procedural level. Slow is smooth, and smooth is fast. The gymnast and the war fighter operate in environments which demand what is referred to in psychology as “premature closure.”  They are required to come up with almost instant correct action—which they usually do at an unconscious level—before hard information is available, before research can be done, before explicit thought and conscious analysis.  The ability to do this is the hallmark of the intuitive expert. More time doing explicit learning is not going to produce the intuitive expert; it hampers the internalization of the procedure.
Learning is eminently and intimately a function of memory, its features, its processes, and its limitations. And memory is limited by processing speed.  The limitations of short-term memory were defined by Georges Miller (1956), who found that what the learner can retain in the less-than-ten-second period of his working memory is seven units, plus or minus two.  Nothing can proceed to long-term memory which has not repeatedly passed through the bottleneck of short-term memory. As the scientists (Chater, McCauley, & Christiansen) put it, “Memory is fleeting: unless information is recoded and/or used rapidly, it is subject to severe interference from an onslaught of new material.”  As we will see shortly, the brain adapted to handle this deficiency.  
First, as an illustration, let’s say that a Chinese instructor is giving her Novice Chinese students a new sentence to learn, a sentence with only seven syllables, supposedly within the cognitive range.  
皇帝没有穿衣服。
[huáng dì méi yǒu chuān yī fú]
This sequence may indeed be only 7 units and well within the grasp of working memory for a native speaker of Chinese. For the learner, however, there are over 21 new units here—counting the tones and foreign phonemes—which are alien to his maternal linguistic system. In this state of cognitive overload he will strip the sequence down to an amount of information which his brain can handle, removing any features which his native linguistic system finds superfluous or not fitting his English patterns.  You can try this for yourself: you will be able to remember and repeat the seven syllables, but without the tones.  
Last year, I viewed some field trips taken by some of our soldiers studying Chinese. The students, who were at ILR 2, Advanced-Mid level, were taken to a local Buddhist temple for the day to meet, and chat with, some native speakers.  Our students committed a number of sexual gaffes, to the total bewilderment or embarrassed hilarity of the native speakers, by not pronouncing correct tones. For example,

我可以问你吗？Can I ask you a question?   [wǒ kě yǐ wèn nǐ ma] 
我可以吻你吗？Can I kiss you?    [wǒ kě yǐ wěn nǐ ma]
A gross indiscretion lies in whether the voice pitch rises on the wen syllable. The instructors had always understood what the students were saying because they knew what they were trying to say.  The teachers were, in effect, supplying the correct tones in their minds, just as the OPI testers had done when the students were awarded their ILR 2.  The total strangers, who did not know the students’ intent, were not able to understand much that they said, except by guessing from the context. Why had the students not acquired the correct tones in the first place?  Cognitive overload: they had stripped off, in their haste to converse, whatever had seemed irrelevant.  The phenomenon is ubiquitous in second-language learning.  Consider a short sequence of Russian syllables containing information which to the Anglophone is superfluous and irrelevant: palatalized consonants alternating with non-palatalized ones, tonic stress, vowel reduction, case, etc.  The student cannot notice, much less reproduce, these features in a state of cognitive overload.
Chunking

The brain’s evolutionary solution to the limitations of short-term memory is chunking. Chunking—possibly the basis of all learning—is essentially the packaging of several units as one patterned structure, which can then be recalled as a single unit at the next higher level of organization. It’s why telephone numbers have area codes set apart, and a dash every two or three digits. Chunking is what makes possible the vertical hierarchy of structural complexity in language, from sound elements at the bottom to abstractions about life at the top.  Language construction and comprehension requires a succession of increasingly abstract chunking operations.  At each level, the chunking must occur as rapidly as possible and the resulting composite structures passed to higher levels as units to be recombined. Phonemes chunk into syllables, syllables into words, words into phrases, phrases into sentences, enabling meaning and retention by creating hierarchical structure. 
In the absence of chunking opportunities, however, the word is taken by default as the principal unit of language, and students try to make sentences by stringing foreign lexical items together in English syntactic patterns. The assumption is still prevalent that if enough words are learned (serial processing), they will eventually become more than their sum and will result in proficiency (magical integration). A frequent complaint of students: “I know lists of vocabulary words, but I can’t make sentences.”  In the absence of chunking opportunities, the student’s only recourse is memorization. Rote memorization will have two implications: first, non-native features will be stripped off; second, the student will encounter a ceiling proficiency barrier—both syntactic and phonological—which he will not be able to pass for lack of sufficiently developed syntactic infrastructure and linguistic categories.
Two things free up working memory for new learning: chunking and procedural memory.  Binding structures together in packets and committing sequences to automatic skill opens the bottleneck and frees new workspace.  Stanislas Dehaene’s recent work (2015) on the cerebral representation of linguistic structures shows that sequences of images, sounds, or words are stored, or coded, at various levels of detail, from sounds and lexical items at the lowest level, all the way up to categories and abstract structures at the highest, in nested tree structures. Nested tree structures, which might be thought of as hierarchical chunking, essential to our understanding of language, make possible the architecture of syntax in a language learner; they are what transforms the following horizontal series of lexical items into a vertical hierarchy of structured meaning:  Gifted car factory workers.
Despite the growing understanding of how the brain makes grammar and syntax by chunking and tree structures, our language classes make only random and desultory use of exercises and activities which would facilitate the process.  The primary means of enabling this construction is the now unfashionable structural drill, seldom used and often even forbidden because it is not “task-related.” 
Another legacy of the scholastic method is modeling with written text, appropriate for some subjects, but not for foreign languages.  In many of our initial acquisition courses—even those with avowed priorities of oral proficiency—the initial exposure of students to new vocabulary and structures currently takes place via written text.  But different perceptual mechanisms have different dashboard capacity: oral patterns and written patterns are learned differently, using different brain systems in different parts of the brain. They are stored differently, activated differently, and retrieved differently.  The native instructor is often not aware that the written symbols do not contain or convey the same information to the student as they do to her. This is a mistaken assumption about linguistic level.  A literate native speaker of a foreign language may have nearly equal proficiencies in reading and phonological output, but it’s not the case for a learner, whose native phonemic patterns and categories provide significant interference to the perception of non-native distinctions and the acquisition of quasi-native pronunciation. The mother-tongue reading process highjacks the operation, turning the written symbols into its own native phonemes rather than into target language phonemes. Modeling with written text “hard-wires” defective pronunciation which may be nearly impossible to correct later.  MacWhinney (2009) warns against the danger of written modeling (L1 means native language, L2 the language being learned):

For the adult L2 learner and the older child, the situation is much different. For them, learning begins with massive transfer of L1 articulatory patterns to L2.  This transfer is at first successful in the sense that it allows for a reasonable level of communication. However, it is eventually counter-productive, since it embeds L1 phonology into the emergent L2 lexicon.  In effect, the learner treats new words in L2 as if they were composed of strings of L1 articulatory units. This method of learning leads to short term gains at the expense of long-term difficulties in correcting erroneous phonological transfer. Older children acquiring a second language can rely on their greater neuronal flexibility to quickly escape these negative transfer effects. In doing so, they are relying on the same types of adolescent motor abilities that allow adolescents to become proficient acrobats, gymnasts, dancers, and golfers. Adults have a reduced ability to rewire motor productions on this basic level. However, even the most difficult cases of negative transfer in adulthood can be corrected through careful training and rehearsal. To do this, adults must rely on resonance, selective attention, and learning strategies to reinvigorate a motor learning process that runs much more naturally in children and adolescents.

The instructor’s recourse to writing is well-intended, but counter-productive: in an attempt to prolong the student’s two-second phonological loop of working memory, the teacher deprives him of the phonological development process and anchors his pronunciation on a bad model.  Some language courses may have outcome objectives which are focused on reading comprehension and written text recognition, but for courses in which oral proficiency is an outcome objective, written text must be used judiciously and appropriately until the relation between L2 symbol and sound is solidly acquired, and not just at the letter level. When a student can sight-read a sentence of foreign written text with good pronunciation, rhythm, intonation, and inflection, then and only then should written text be used to model or reinforce spoken performance. Until the music (the phonological system) has been fully internalized and assimilated, reading and speaking should be carefully quarantined.  Macwhinney’s work also implies that an initial acquisition language course should be front-loaded with phonology, avoiding the rush to converse, until the music is internalized.  
The Social Dimensions of Learning

Humans evolved to be members of groups, mainly for reasons of security. As a group is being formed, there are rules for membership.  The rules may involve all kinds of ritual behavior, language, and dress.  Once the group is built, it has a social mind. This is what culture is: social mind.  Gaining membership in the group requires emulating certain signal behaviors and reproducing certain verbal and non-verbal passwords of loyalty. Protecting the integrity of the group involves being able to detect deception by spotting concealed intentions and simulated loyalties. These communication skills are vital to the success of any mission involving foreign communication.  It follows that it is the entire foreign speaker and his community which should be our object of study, rather than the formal structure of the language. On one hand, the development of the student’s ability to perceive the entirely different structure and dimensions of that foreign world, its speakers, and its speech, and eventually be able to navigate them successfully, depends on the refinement of his perceptual faculties. He must learn to think differently. As Heuer (1999) puts it, 

To see the options faced by foreign leaders as these leaders see them, one must understand their values and assumptions and even their misperceptions and misunderstandings. Without such insight, interpreting foreign leaders’ decisions or forecasting future decisions is often nothing more than partially informed speculation. Too frequently, foreign behavior appears “irrational” or “not in their own best interest.” Such conclusions often indicate analysts have projected American values and conceptual frameworks onto the foreign leaders and societies, rather than understanding the logic of the situation as it appears to them.
If he is not exposed to these frequencies in language class (since the intelligence of human behavior is specific to language and region), he will remain culturally autistic. On the other hand, our student has evolved as a social being to emulate other people—to try to detect their motives and intentions, to be liked by them, to fit into their community. Human relations are therefore a deep source of learning power for him, producing greater engagement of all his cognitive and psychological resources. Teaching mere language, a stripped-down version of communication, has therefore two significant repercussions.  First, we are leaving the student’s perceptual mechanisms undeveloped and we are not allowing the development of an affective infrastructure in which the formal language can anchor itself, take root, and grow. Second, considering the learner merely as a vessel to be filled, we are missing most of the power built into him by eons of evolution. Until we are engaging the brain’s natural intuitive drive to decode individual motives and social intentions, we are not tapping the full learning power of our students.  
Cognition and Personal Development
But thinking differently requires being different.  While much of the adult’s cognitive platform for second-language learning is different from that of the child’s first-language acquisition, some fundamental sociobiological principles apply in both cases: “First, language learning is motivated by basic desires to communicate with, to become similar to, and to belong with valued people in one’s environment, first family members and then others in the linguistic community.” (Lambert, 1972)  “The successful learner of a second language also has to identify with members of another linguistic-cultural group and be willing to take on very subtle aspects of their behavior, including their distinctive style of speech and their language. … Language related issues are at the heart of the social sciences and thus the acquisition of an additional language concerns a very broad spectrum of the learner’s personal and social identity.” (Dörnyei & Ryan, 2015)  Given that this most ancient and powerful human process (social emulation via mirror neurons and the construction of an identity) was the principal driving force in the acquisition of the first language, it makes sense to enlist it in the acquisition of the second.  Since a self is largely a social construction—the collaborative product of a cultural community—transforming a student into a speaker of a second language, who can understand and be understood by that community, who is trusted by them and taken into their confidence, requires his developing a native persona, which is the integration of much more than language. This requires radically different classroom techniques. Furthermore, it is the engagement of the complexity of these unexpected social dimensions which stimulates the brain to adapt to their complexity and drives it to learn.  

Although plasticity tends to decrease with age, it does not stop; dynamic, activity-dependent cerebral changes continue throughout life.  A well-known study of London taxi drivers (Woollett, 2009)   showed that the drivers had greater grey matter volume in a region of the brain known to be essential for memory and navigation.  The acquisition of this additional gray matter and skill among the cabbies did not result from hearing lectures about the streets of London. It resulted from motivated attentiveness and neuro-motor practice.  

Furthermore, plastic development is dependent on contextual adaptation to novel needs. We may be effectively defeating brain plasticity—and limiting our opportunities to harness much valuable learning horsepower—by using rigid and formulaic assessments (both aptitude tests and final exams) which classify our students as capable or incapable, by sticking to traditional and uniform learning methods for all, and by not considering deep and powerful alternative paths suggested by cognitive science which would catalyze plasticity.  By a curious kind of circularity, aptitude testing predicts and perpetuates its own validity.  In the case of language aptitude testing, as in the Defense Language Aptitude Battery (DLAB), the Modern Language Aptitude Test (MLAT), etc., the test conditions are strictly limited to the calculus of formal language (usually in written form) and the mechanisms of unmotivated memorization and correlation, devoid of human context (the assumption being that this will be the learning environment and methodology of the classroom) and without any of the evolutionary social motivations to acquire membership in a cultural community.  

Instructors and students who know the scores tend to reproduce the predicted behavior within the given teaching methodology. Different teaching methods, adapted to different learning styles, combined with learning contexts which engage the learner’s entire psyche and are oriented to the construction of a native persona, might produce different results for students designated as poor language learners.  As Robinson (2013) points out, “1. Learning a language involves different abilities at different stages of development.  The MLAT and other current aptitude tests don’t measure these. 2. Learning a language takes place in many different situations and classroom contexts.  The MLAT and other current aptitude tests are insensitive to these.” Dörnyei and Ryan (2015) summarize correctly:  “A major lesson for future developments in aptitude assessment is that a pedagogically relevant description of language aptitude needs to be more situationally sensitive, taking into account the specific demands of different learning processes and how they may be overcome by certain combinations of aptitude factors.”
All of psychology is founded on the central premise of Individual Differences (ID), which provides the labels and categories for classifying personalities. To see the difficulties inherent in the model, try this fundamental multiple-choice question on Individual Differences:
Every man is, in certain respects,

a) like all other men.

b) like some other men.

c) like no other man.

d) all of the above.

Schumann (2015) warns against some core assumptions made by researchers in psychology: “One is the assumption that truth is found in the study of inter-individual variability among large numbers of subjects. Another is that causal effects are either singular or few in number and that they operate linearly.  An additional assumption is that categories and their labels refer to clearly identifiable entities in the world.” Measurement tools tend to become part of the incentive structure of an educational institution.  In other words, assessment drives instruction.  Until we change the assessment which wags the methodology, we may have to live with the methodology. On the other hand, rather than institutionally enshrining a static set of metrics up front, the evaluation of the learning environment could be empirical, adaptive, and open for agile redesign through reference to study of the brain.
Cognitive research challenges the assumption that there is only a linear, serial-process causal connection between reward and motivation. The brain’s reward system evolved to respond to prediction error, to show the learner which of his neural patterns provided the best models of the reality being learned and which of his choices would have the most successful outcome. Reducing a student’s prediction error through more careful structuring and sequencing of lesson activities leads to greater reward, hence greater motivation, faster progress, and even better recall.  Neuroscientific findings can often pinpoint the source of certain kinds of learning difficulties.  This means that they can also, given precise information about the concept or skill to be targeted, prescribe remedial cognitive practice for the faculty which needs to be strengthened. Again, our difficulties in training may not lie in the nature of the brain itself, but rather in the conditions and manner in which we are requiring the brain to work. It’s as if we were trying to operate this most powerful and complex structure in the known universe without an owner’s manual.  Students’ brains may be idling in class, using the wrong fuels, the wrong gears, or the motors are off. Sequencing, tuning, and timing the class to the natural proclivities of the brain will turn it on and engage its horsepower.  Different tactics may even bypass the false barriers warned by language aptitude assessments. All this requires a more systematic application of cognitive science and learning psychology.
Armchair War and Armchair Learning
Why did the Training the Force manual get it (mostly) right, and the academics get it (slightly) wrong?  In a word, because our generals have read Sun Tzu (1963).  The developmental history of Western thought shows a continual trend to emphasize abstract representational knowledge, i.e., factual information in static models about an external world—an armchair approach to war which was opposed by American generals from the Civil War until the Viet Nam War and then Defense Secretary Robert McNamara’s emphasis on hard data, quantification, and computerization. In 1869, William Tecumseh Sherman, then Commanding General of the Army, warned the graduating class at the United States Military Academy against the "insidious and most dangerous mistake" that one could "sit in ease and comfort in his office chair and ... with figures and algebraic symbols, master the great game of war."  (Sherman, 1869) Western dualistic philosophy postulates a live individual in a dead world composed of stuff. Eastern thought, by contrast, sees no internal and external worlds—the live individual and the live world are inseparable—and has always emphasized the development of the ability to do something well, which we might call “know-how.”   
A number of sedentary teaching postures—and causally related teaching outcomes—flow logically from the assumption of the transmission fallacy, because its paradigm focuses most of the importance of a lesson on the material substance to be delivered, relegating the three crucial participants in the learning process (instructor, student, and administrator) to the respective roles of delivery person, receptacle, and delivery scheduler. The concept of constructivism, upheld by cognitive science, renders all three groups of participants in the learning process equally indispensable, opening the way to the development of an integrated curriculum. Abandonment of the transmission illusion and its preoccupation with material opens to us the fertile, dynamic, and complex human domain where cognitive science and learning psychology can inform learning. It is also probable that the complexity of the area will present opportunities, and even requirements, for the development of more qualitative—rather than quantitative—perspectives, measures, and assessments.  The quality of what we do relates to important domains which we cannot yet quantify. 
Implications and Challenges
This brief survey diagnoses a hereditarily fractured institutional model supported by the usual cultural resistance to change. We may be lacking the systematic and comprehensive (institutionalized) theory of instruction which Bruner refers to—a guidance of curriculum development, materials development, and teacher training based on principles of learning as formulated by educational psychology and cognitive science. The majority of participants in our training process—instructors, students, and administrators—have no background or professional formation in learning; our institutions and contractors do not train them; they have no access to the considerable body of research about how learning works; and they work in relative isolation. Our assessment processes are compartmentalized, too. There is often little or no feedback from assessment results to the people directly involved in the instruction, other than the number score. Bruner (1975) stipulates categorically: “Evaluation can only be of use when there is a full company on board, a full curriculum-building team consisting of the scholar, the curriculum maker, the teacher, the evaluation, and the students… Curriculum evaluation must, to be effective, contribute to a theory of instruction.” Finally, learning technologies have the potential to play a role complementary to that of the teacher by assisting the presentation of material and the rehearsal of targeted learning activities, but only when those technologies are guided by cognitive research, and not when they drive the pedagogy by creating their own markets. Neuroscience should inform the development of adaptive technologies for learning. Our language institutions should promote knowledge exchange and collaboration among basic researchers, front-line practitioners and the private sector to critically evaluate the impact and development of new technologies. Technology should not be wagging pedagogy.
Military language instruction during the last decades has moved away from the limited presentation of grammar and the formal aspects of language towards more “content-based” and “communicative” courses. The next step is that language training curricula such as LREC (Language, Regional Expertise, and Culture) must move away from a pipeline collection of compartmentalized courses, topics, and activities treating language, regional studies, and culture separately, towards becoming an integrated interdisciplinary curriculum. We must build programs in which all the relevant language proficiencies, military skills, and regional knowledge are integrated, on the model of parallel processing. If functional skill is our real outcome objective and we intend to assess functional skill at the end of the course, then we should allow the training of functional skill during the course.
It has already become a tired cliché that the current paradigm of war is different.  Borders are porous.  Fighters wear no uniforms but their ideologies. The identifying features of a foreign fighter are no longer his insignia but his psychological instances and intentions. These are recognizable only to an observer trained in language and culture. Philip Kapusta (2015) recently pointed out that the last time the U.S declared war was 74 years ago. Yet we are constantly engaged in missions falling short of war proclamation but critical enough to send people into danger. This gray zone, he says, is the current norm and probably the norm of the future. Yet our institutions are adapting their instructional cultures to the new paradigm very slowly. Effective operation in the gray zone requires that we train operators—whether linguists, analysts, warriors, or diplomats—in automatic, functional, linguistic skills, in cultural perceptions and human behavior, and in regional content—all beginning on Day One of Initial Acquisition Language classes. The learning sciences give us the ability to do this faster and more effectively, but only if we can conceive and build within our institutional cultures an interdisciplinary curriculum based on integrated, functional learning. 
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